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Abstract. Magnetoencephalographic (MEG) measurements record magnetic fields generated from
neurons while information is being processed in the brain. The inverse problem of identifying
sources of biomagnetic fields and deducing their intensities from MEG measurements is ill-posed
when the number of field detectors is far less than the number of sources. This problem is less
severe if there is already a reasonable prior knowledge in the form of a distribution in the intensity
of source activation. In this case the problem of identifying and deducing source intensities may be
transformed to one of using the MEG data to update a prior distribution to a posterior distribution.
Here we report on some work done using the maximum entropy method (ME) as an updating tool.
Specifically, we propose an implementation of the ME method in cases when the prior contain
almost no knowledge of source activation. Two examples are studied, in which part of motor cortex
is activated with uniform and varying intensities, respectively.
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INTRODUCTION

Magnetoencephalographic (MEG) measurements record magnetic fields generated from
small currents in the neural system while information is being processed in the brain
[1]. In the classical cortical distributed model, the activation of neurons in the cortex is
represented by sources of currents whose distribution approximates the cortex structure,
and MEG measurements provide information on the current distribution for a specific
brain function [1]. In practice, given an set of current soues8 = {1,...,N} and a

set of magnetic field detectors labeledlby {1,...,d}, the relation between the field
strengthd\; measure by the detectors and the sources can be expressed as

N
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whereA is ad x N matrix whose eIementAf are known functions of the geometric
properties of the sources and the detectors, as determined by the Biot-Savart law [2],
andy indicates noise, to be ignored here. The detail forrA applicable to the present
study is given in [3]. In tensor analysis notation Eqg. (1) may be simply expressed as
M = A-J. In what follows, we adopt the convention of summing over repeated inglex (

in Eqg. (1)). In standard MEG Eq. (1) appears as an inverse problem: the measured field
strengthsvl are given and the unknowns areSince the total numbet of detectors that



can be deployed in a practical MEG measurement is far less than the number of current
sources, the answer to Eq. (1) is not unique and the inverse problem is ill-posed.

A number of methods have been proposed to solve Eq. (1), including the least-
square norm [1, 4], the Bayesian approach [5, 6], and the maximum entropy approach
[7, 8,9, 10, 11, 12]. In the method of maximum entropy (ME) the MEG data, in the
form of the constraint - A-J = 0, is used to obtain posteriorprobability distribution
for neuron current intensities from a givenior (distribution). In [12], the method is
implemented by introducing a hidden variable denoting the grouping property of firing
neurons. Here we develop an approach such that ME becomes a tool for updating the
probability distribution [13, 14, 15, 16].

COMPUTATIONAL DETAIL

ME updating procedure. Let the set be the current intensitieg; caused by neuron
activities in the cortex at sitef = 1,...,N, and pg(rg) be the probability current
intensity distribution at sit¢. Assuming the N current sources to be uncorrelated, we
define the joint probability distribution &&(r) = ﬂgzl pg(rg). The current at sit@ is
thenJg = (rg) = / rgP(r)drg. Suppose we have prior knowledge about neuron activities
expressed in terms of the joint priofr) = |‘|l’§‘:1 ug(rg). The implication is that would
produce currentd that does not satisfy Eq. (1) (here without noise). Our goal is to
update from this prior to a posteri®(r)dr that does satisfy Eq. (1). The ME method
states that given(r) and the MEG data, the preferred postefgr)dr is the one that
maximizes relative entrop§P, u],

SPul =~ [ dr P()In(P(r) /u(r) @
subject to constraints Eq. (1). HePér ) is given by the variational method,

P(r)dr = Z tu(r)exp(—AAr)dr, Z= /dr u(r)exp—1Ar) LeF (3)

whereA is a row vector of lengtld whosel th element! is the Lagrangian multiplier

that enforces thé!! constraints in Eq. (1)§LAr = l'AF(rﬁ) and the last equality in
Eq. (3) defines the quantify. Because is known,P(r) is determined bw(r) and the
A’s. The elements ol are the solutiond! = 1! in

A (rp)|, 5 = —9Inz /oA o= IF /oA an =M I=1d @)

This is the primal-dual attainment equation derived in [11]. Because Eq. (4) is a non-
linear equation in thé's, the search for th&’s is non-trivial.
A standard approach is by iteration, specifically by successive steps of upBéting

To demonstrate this we simplify notation and writé = A'Aiﬁ, or simply v = AA.
Expectation values of currents can then be calculated thrgugh= —dIn Z/ovP. The



updating process may now start wilg; = u(r) and a seﬁ[o} and proceed with

Py (r)dr =Z[i_]lp[i—1](r)e_wdr, Zjj :/P[i_l}(r)e‘wdr, (5)

where[i = 1,2,---] denotes theth updating step anet = i[i_l}A. At each stepat[i_l}

is updated tol;; according to Eq. (4). Formally the updating process converges at the
solution of EqQ. (4), which is a fixed-poitfll;k of Eq. (5):1[” = A = .. Then the current
intensities will be fixed-pointgr ). such thatM = M., = A(r).. In practice the fixed-

point may not be reached with infinite accuracy within finite time, and the updating may
be terminated when the quantity

Brnse™ —10 In([M. —M |/ [M|°) ©6)

attains a predetermined value. It is important to stress that unless theni@roperly
reflects sufficient knowledge about neuron activities, there is no guarantee that the fixed-
point (r), is closely related to the actual current intensities.
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FIGURE 1. (A): Distribution of current sources used in study. The motor cortex is represented by the
patches 7 to 10. (B): Distribution of magnetic field detectors on a hemisphere 2 cm from the scalp.

Sources with Gaussian distributed intensitiesPertinent general information on the
geometric structure of the cortex and neuron activities, readily obtained from experi-
ments such as functional magnetic resonance imaging (fMRI), positron emission tomog-
raphy (PET), etc., is incorporated in a distributed model [5] in which current sources,
modeled by magnetic dipoles, are distributed in regions below the scalp. A schematic
coarse-grained representation of this model is shown in Fig.1A, where 1024 dipoles are
placed on 16 planar patches, 64 dipoles to a patch, eight of which are parallel to the
scalp and the other eight normal. Regardless of the orientation of the patch, all dipoles
are normal to the cortical surface with the positive direction pointing away from the
cortex.

Information contained in a prior may be qualitative instead of quantitative. Here, our
prior will include the information that the activation resides in a part of the motor cortex
that in Fig.1A is represented by the patches 8 and 9, and utilize this prior information by
placing a higher concentration of field detectors in the area nearest to those in Fig.1B.
There is additional information such as neuronal grouping property. We follow Amblard



et al.[12] and group dipoles into cortical regiofig, k= 1,2,...K, each containingy
dipoles with then’s satisfyingN = Z;}ﬁzl nk. Associated witlCy is a hidden variabl&
that expresses regional activation stafyys:1 denotes an “excitatory state”, or a state of
out-going currentS=-1 denotes an “inhibitory state” (in-going curren®:=0 denotes

a “silent state” (no current). With this grouping, the priair) reduces to a sum of
probability distributionsu(r,S) over all possible configurations &= {S;,--- S }:

u(r)dr =% su(r,S)dr =% u(r|S)z( dr_|_|k 12&“ rd SOz (S)dr, (7)

wherery = {ry|n € C} specifies the current densities of the sourceSinu (ry|S) =
Mnec M (rn|Sc) is the conditional joint probability of the dipoles @ being in state

S and having current densitieg; 7(S) is the probability of the regioy being in
activation state§,. For u(rg|Sc) we adopt a Gaussian distribution for activated states

[7. 8, 12];
1
(rk’S(#o Ilnm |: (n_pn[0]>2 : (8)

For simplicity, all current distributions have the same standard deviatioGurrent
sources at different sites have different mean intensgtigswhose signs also indicate
the state of activation: positive for excitation and negative for inhibition. For silent states

we letu(rg|Sc=0) = 6(rk) = [nec, 6(ry). We also writer (S #0) = 1 - (S =0) =
ok, where 0< o < 1. We thus have,

0 = Mies Y s LOKSIA(S) = [Tt (- @)8(r) + ot (rdSc#0)], - (9)

where subscript G denotes Gaussian distribution. This form simplifies the computation
significantly. At theith iteration we have:

K i-1 -1 N N i
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wheredyq = aic andF) = 5 ec, (20) | (Pyi)” — (Pai-1)°)-

In the absence of any other prior information we takéo be a random number (be-
tween zero and one)pg g | to have a random value up penax = 20nA, the maximum
current intensity that can be generated in the brain, artd be the mean ofpgqg|-
However, the inverse problem being ill-posed, and since the prior contains no activation
information, the above strategy produces poor results as expected.

Better priors by coarse graining. In the absence of prior information on the activation
pattern, one way to acquire some “prior” information from the MEG data itself is

by coarse graining the current source. Coarse graining reduces the severity of the ill-
posedness because the closer the number of current sources to the number of detectors,



the less ill-posed the inverse problem. Within the framework of the ME procedure
described above, coarse graining can be simply achieved by spffifgy all n in a

given regiorCy to be the same. Here we choose to take an intermediate step that disturbs
the standard ME procedure even less, by replacing the second relation in Eq. (11) by

Pnii) = (Mn)i—1 — O Vyli-1- (13)

Note that in Eq. (11)r,) = oxpn depends on the probability, common to regioiy,
whereag, does not explicitly. By replacing,_1 by (ry)_y on the right hand side

of Eq. (13), we force the updates, in each iteration to be more similar (although not
necessarily identical). In practice we only use this modified ME to get information on the
activity pattern, rather than the intensity, of the sources{bgtbe the current intensity

set obtained after a convergence criterion set by requiBing> Br{ncs}e(Eq. (6)). We now
define a better prior set of Gaussian mepfsvhere, in units of nA,

_ J sign({rg)c) pmax,  [(rp)c| > 2,

pro={ 5 (rphel < 2. o

These quantities, together with the obtained probabildgsor the region<y, define
a prior probabilityP{¢} (r), which may then be fed into the standard ME procedure for
computing(r).

This procedure may be repeated by requirByge to be not less than a succession
of threshold vaIueSBir%g < B}{ﬁszé’ < Biﬁssé < ---, such that a successive level of better
priorspct, Pe2, Pz - - ., andPiC (r), P2 (r), P2 (r), ..., may be obtained. Eventually
a point of diminishing return is reached. In this work we find the second level prior is
gualitatively better than the first, and the third is not significantly better than the second.

RESULTS

In the following two examples, the 1024 current sourses are partitioned into 16 patches,
eight (4 cm wide and 3.3 cm long) parallel and eight (4 cm wide and 2.3 cm deep)
normal to the scalp (Fig.1A). On each patch lies@8ectangular array of sources that

are divided into 16 four-source groups; thatis;256. The interstitial distances on the
horizontal (vertical) patches are 0.57 and 0.47 cm (0.57 and 0.33 cm), respectively. The
distance between the adjacent vertical patches are normally 0.55 cm, but the distance
dsg will be varied for testing, see below. The detectors are arranged in a hemisphere
surrounding the scalp as indicated in Fig.1B. The ma¥igf Eq. (1) is given in [3].

The ME procedure is insensitive to in the range & o <100. In the coarse graining

procedure we seB}{,fgjg:lOO andBﬁfgé‘:lSO. As noted previously, coarse graining a
third time did not produce meaningful improvement on the prior. In the two examples,
artificial MEG data are generated by having the sources on patch have uniform and
varied current intensities, respectively.

Uniform activation on patch 8. In this case the “actual” activity pattern is: the 64

sources on patch 8 each has a current of 10 nA, and all other sources are inactive
(Fig.2A.). With the distancelgg set to be 0.55 cm, the results in the first and second



rounds of searching for a better prior, and in the final ME procedure proper are shown
in Fig.2B. In the plotsBnseis the defined in Eg. (6) anuiseis defined as

mse=—10In(|[(r}y 7%/ 171°) (15)

wherer represents the actual source current intensity and the indedicates the
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FIGURE 2. (A): Contour plot indicates all 64 current sources on patch 8 are activated with an intensity
of 10 nA. Gray scale on the right shows intensity level in units of 10 nA. Artificial MEG d&tased
in this section are generated through Eq. (1). @)se (top panel) andnse(bottom panelys. iteration
number.
iteration number. The solid triangles, squares, and crosses, respectively, give results from
ME iteration procedures for constructing the first prior, second prior, and posterior. It is
seen thaByserises rapidly in the search for the first prior (solid triangles); four iterations
were needed foBnhseto reach 100Bnseis less than 100 at the beginning of the second
prior search because the prior values for this search is not the posterior of the previous
search, but is related to it by Eq. (14). The same goes with the the relation between
the beginning of the ME proper (crosses) and the end of second prior search (squares).
In the search for the second pri@yseincreases slowly after the seventh iteration, but
eventually reaches 150 at thefReration. This already suggests that a round of search
for a still better prior will not be profitable. In the ME procedure profBfse reaches
150 quickly at the fourth iteration, followed by a slow rise. After reaching 190 at the
14" iteration the rise is very slow; the final value at thd"2&ration is 195.

The dependence of thasevalue on the ME procedures and the iteration numbers
essentially mirrors that @,se Themsefor the final posterior is 68, which corresponds
to an average of 3.3% error on the current intensities.
Resolving power as a function ofdgg. We tested the resolving power of our ME
procedure as a function agg. With uniform activation on patch 8, the computere
values versuslgg are plotted in Fig.3A. The general trend is tmasedecreases with
decreasinglgg as expectedmse= 60+ 10 whendgg >0.044 cm;msedrops sharply
whendgg is less than 0.04 cnmseis less than 8 whedgg is less than 0.0044 cm. In the
last instance the ME procedure loses its resolving power because the error on the current
intensity is about 70%. On the other hantse= 60+ 10 implies an error of 5:62.6%.
This means that if an error of no more than 8% is acceptable, the ME method should be
applicable to a source array whose density is up to one hundred times higher than that
used in the present study.
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FIGURE 3. (A): msevaluevs.the separatiomgg between patches 8 and 9. The distandgs0.55,
0.0275 and 0.0035 cm are marked out and labeled (1), (2) and (3), respectively. (B): Reconétjucted
source number for the cases (1) (solid line) and case (2) (dashed line) in A.

Resolving power as a function of depth Signals from sources deeper in the cortex

are in general weaker at the detectors and are harder to resolve. This effect is shown in
Fig.3B. The abscissa gives the source numbers on patch 8 (449 to 512) and patch 9 (513
to 576). The sources are arranged in equally spaced rows of eight, such that 449-456 and
513-520 are just below the scalp, 457-464 and 521-528 are 0.328 cm from the scalp, and
so on. Fig.3B shows that whelgg=0.55 cm (solid line), the ME procedure can resolve

all sources (up to a maximum depth of 2.3 cm). This resolving power decreases with
decreasinglge. Whendgg=0.0275 cm the ME procedure fails for sources at a depth of 2
cm or greater (that is, sources 496-512 and 561-576 on patches 8 and 9, respectively).
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FIGURE 4. (A): Bmseand msevalues for the case of varied activation on patch 8 (see text). (B):
Reconstructed (dash line) and (artificially generated) actual (black{lihe). current source number on
patches 8 and 9.

Varied activation on patch 8 We tested the ME procedure in a case with a slightly
more complex activation pattern: witlyg=0.55 cm, all current sources on patch 8 are
activated, with those near the center of the patch having higher intensities than those in
the peripheral. All other sources are silent. We used random source current densities as



zeroth order prior, employed coarse graining twice, then used the standard ME to obtain
the final reconstructed current intensities. Wifa=0.55 cm, the dependence Bimse
andmseon the iteration number is shown in Fig.4A. Interestingly for the ME procedure
proper (crosses), only tBmseimproves with iteration, whereas tinesevalue remains

a constant at about 18. This value is large compared to the valuetdf®66btained for

the case of uniform activation (Fig.2B). The solid and dashed lines in Fig.4B indicate
the actual and reconstructed current intensities, respectively, for the sources on patches
8 and 9. These show that the poor result is caused by reconstructed false activation of
sources 550 to 580 on patch 9.
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