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. null hypothesis 7215 2% (& & 15 2% )

. qalternative hypo’rhems ¥ LR X

. statistics 43t

. probability distribution # % 51

. standard deviation Z2#£% £ ~ jZ £ £
. Central limit theorem + J=4& [k & 3%

- normal distribution & 5& -




Null hypothesis 2%

« NO specific assumption is made on
the sample.

- Sample is randomly selected

- Sample is the control set



Alternative hypothesis

¥ IR ER

« A specific assumption Is made on
the sample.

- Sample is NOT randomly selected

- Example: disease, genotype,
phenotype, drug application

- Sample is the test set



Statistics #:1 &

Probability distribution # % 5%

- We are always interested (or studying)
in a sample set, or a cohort %7

« Hence the need for statistics

- In the sample set, the property we are
interested in will differ among
iIndividuals, the property will have o
DISTRIBUTION of values



Some dis’rribu’rions
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Central limit theorem & J=4& R € 32 &
Normal distribution % #& 5% (The bell curve)
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. Significant test #a % 3]

- population mean, m | sample mean

« SD of population, ¢ | SD of sample, o

. f-test -8 | z-test z-#fm

. p-value - false positive rate 1 Bk %

. multiple simultaneous tests % 1l 5] 35 ]

.- standard error of the mean F34E e942 £ 3% £



Significant test #a % a3

- A significant test — a test to see whether a
(measured) value X can be explained by the null

hypothesis A, (e.g., normal) that expects a value

« We make this test because we want to know

whether the measure value X is a result of the
alternative hypothesis A, (e.g., abnormal)

. Test takes the form

> Given expect value from A p, how significant is
measured value H,: X

> One-sided test H,: X>por Hy:X<p
> Two-sided test H,: X #



Single significant test ¥ & 3 A3X

I-test and p—vo\ue

« T-festis expressed in terms of the ft-score

t=(X-u) /o=no.of SD’s deviates from u

. p-value, probability this can happen with
normal distribution (variable x) with SD = ¢

. One sided test
> If Hy: > u, p=probability x > pn
» If Hy: < u, p=probability x < pu
. Two-sided test
» Hy: #m, p=sum probability of |x| > |n |

« Given f-score, one can get a p-value from a
table or a software program



Multiple simultaneous tests

% 18 ) 3 Al
t-test t-#hn | z-test z-#x5z (1)

e SUPPOSe our object of study is not a single measure-
ment, but the measurements of a sample of size n.

Suppose the means of the measurements is X

e [0 get ap-value, we can do a t-test or a z-test,
depending on n and what we know about SD.



Multiple simulfaneous tests % 18 [ 5 8] 3

f-test t-wfn | z-test z-mi (lI)

- o: SD of population;
s: SD* of sample. (Sample is a sub-set of population)

It (i) we do not know o, AND (ii) n<30, we use
t%%tﬂX—M@miﬁészM%m4)

standard error of the mean

F 3 fh AR 3R £

= Otherwise we use

z-test: z = (X — p)@@@




Normal distribution, SD, t-score, p-value

Given t-score, one can get
a p-value from a table or a
software program
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True/False E./4&

Positive/Negative 5/1&

Test result
AR 4% X

- Negative
o
Fﬁ ri}i[@ ReSUIt

Positive

PR IE  Result

Redlity B BRI
WAHFLE  KRATEGE
Condition Condition
Absent Present
True False
Negative Negative

True Negative — condifion
absent and test negaftive

AfEM - K0, BHRRE
False Negative — condition
present and test negative
RIEM — AR, EHERE
False Positive — condition absent
and test positive
BRIz - 2K, IR E
True Positive — condition present
and test positive
AlGH -FHRL, GHERE

Desired: minimize False
positive and False Negative
HREER: BRigESEMBLE R




(Highly simplified) Blood test and lymphoma

(2 ERALey) By SEAK E 75

e In a blood test various types of blood cells are
counted. An elevated level of lymphocytes (a type
of white blood cell) may be linked to specific
lymphomas. 5 o B¥ &8 fn ik F 2 AL K9 Z . 4o
AHhemie (—Hanik) KB RLALEKRE

- A False Positive is when a blood test suggests a
healthy patient has lymphoma; a False
Negative is when a blood test suggests o
patient having lymphoma is healthy. 5z de ) Ef 4
B R ERAREBREBRIGE, FIETARE B R ERE
JRRABIE M
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false positive rate = 1&g # %
#of false positives /#of all true null tests

false discovery rate = g2 R F
#of false positives /# of significant tests

p-value — probability null hypothesis is true
e Bk A A egH & — minimum false positive
rate s &R &

value — minimum false discovery rate
(FDR) 5 1544 3% 55 5 %



A (nhormal) distribution -

probability distribution of measure values

A histogram of events with
an almost normal
distribution very close

Probability




A distribution (histogram) that is far

from being a normal distribution

Probability




A distribution (histogram) that is

close to a normal distribution
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Normal distribution partitioned into

equal p-value intervals
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Covert an x-distribution to a p-value histogram
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p-value histograms with & without significant events (I)

(A) No significant | &
events. 3
g~ ~

(B) Significant tests/events

(red) with very small x.

(C) Large number
of sinificant events.
g <<1

Counts

Probability

p-value




Counts

e Red events are the signiticant or positive events/tests
(because they have, say, p< 0.05).

e Among the red events, the gray events are expected
from the null theorem. They are likely false events. These

are call false positives
e (-value = #of false positives/#of significant tests



p-value histograms with & without significant events (ll)

(A) Histogram of

same p-value has same
count, hence tests are
likely false positives.

significant tests has small
p-value, but null tests with

Counts

(B) Significant tests/events
(red) with very small x.

(C) Histogram of p-value
for significant “red”
events/tests is much

higher than background,

or average histogram for
null tests. Hence some red
events are likely true
positives

Counts

Probability

p-value




summary

Null hypothesis is assumed for control group (nothing
special); leads to null tests

Sample group is for testing the Alternative hypothesis

Positives are significant tests that the researcher
identifies as supporting the alternative hypothesis
(cannot be explained by null hypothesis)

p-value is the probability a test is explained by the
null hypothesis; minimum false positive rate.

g-value is the proportion of significant tests that are
false positives (null tests, or events due to null
hypothesis); minimum false discovery rate (FDR)



